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Abstract: When estimating a global average treatment effect (GATE) under network interference, units can
have widely different relationships to the treatment depending on a combination of the structure of their
network neighborhood, the structure of the interference mechanism, and how the treatment was distributed
in their neighborhood. In this work, we introduce a sequential procedure to generate and select graph- and
treatment-based covariates for GATE estimation under regression adjustment. We show that it is possible to
simultaneously achieve low bias and considerably reduce variance with such a procedure. To tackle infer-
ential complications caused by our feature generation and selection process, we introduce a way to construct
confidence intervals based on a block bootstrap. We illustrate that our selection procedure and subsequent
estimator can achieve good performance in terms of root-mean-square error in several semi-synthetic experi-
ments with Bernoulli designs, comparing favorably to an oracle estimator that takes advantage of regression
adjustments for the known underlying interference structure. We apply our method to a real-world experi-
mental dataset with strong evidence of interference and demonstrate that it can estimate the GATE reasonably
well without knowing the interference process a priori.

Keywords: causal inference with interference, SUTVA, A/B testing, regression adjustment, social network
analysis
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1 Introduction

In standard experiments, researchers typically assume that one unit’s assignment does not affect another
unit’s response; this is usually referred to as the no interference assumption [1, Chapter 2] or the stable unit
treatment value assumption (SUTVA) [2]. However, when experimental units interact with each other, SUTVA
is often untenable. Violation of SUTVA has been found in many applications, including politics [3], education
[4,5], economics [6,7], and public health [8]. Recently, technology companies developing products with social or
market interactions have developed methods to manage the considerable interference in their product experi-
ments [9–11]. In practice, researchers look for an underlying structure that limits the scope of interference and
estimation of causal effects proceeds from assuming the structure. Aronow and Samii [12] propose to use a
lower dimensional representation of the interference mechanism and estimate causal effects accordingly. In
the no-interference literature, regression adjustment has shown to be effective in both theory [13] and practice
[14]. Chin [15] considers regression adjustment under interference when assuming a linear model for the
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outcomes, and estimates the parameters of the model from the experimental data. Such a linear model
assumption is not uncommon and has also been studied in design of experiments [16] and interference
detection [10]. There has also been literature on new designs that tackle the complication of interference.
For example, Ugander et al. [17] and Ugander and Yin [18] consider (randomized) cluster randomized designs
that effectively account for interference by doing randomization on cluster level instead of unit level.

In this article, we provide a procedure to estimate the global average treatment effect (GATE) by using
regression adjustment without assuming the true set of features as given by Chin [15]. We generate the features
for adjustment based on observed experimental data in a model-free manner. As an outline for this work, we
first give preliminaries of the problem setup and motivate our method through a study of the classic linear-in-
means model in econometrics. We then provide our general procedure to generate model-free covariates
based on the observed experimental data. Finally, we show how to do estimation and inference for the GATE
with model-free covariates. We conclude with simulations, an empirical application, and discussions.

1.1 Related work

The present work is most closely related to the literature on estimating causal effects in the presence of
interference. Interference introduces complexities in identifying units that are “equivalently treated,” unlike
scenarios under SUTVA, where every unit can share the same treatment condition, regardless of exposure to
global treatment or control. As a result, all existing methods rely on making certain assumptions about the
interference structure. A primary approach in this area revolves around defining exposure mappings [12] and
subsequently estimating the causal effect [17,19,20]. For instance, when the experimental units are linked
through a social network, it might be assumed that only a unit’s direct neighbors are of significance. In such a
situation, the Horvitz–Thompson estimator is often utilized to estimate average outcomes under specific
exposure values [12]. Despite obtaining an unbiased estimator, its variance scales inversely with the prob-
ability of a unit’s complete neighborhood being entirely in either the treatment or control group. As a result,
the variance is exponentially dependent on the degrees of nodes, making the estimator impractical for use in
settings with complex real-world interference networks. Hence, another line of work focuses on introducing
functional assumptions on potential outcomes. For instance, in the study by Cai et al. [21], insurance adoption
is modeled by a linear model incorporating the assignment vector and network statistics/features. Similar
ideas are also examined in previous studies [15,22,23]. Though regression adjustment offers estimates with low
variance, it relies on selecting the appropriate features for the linear model. In contrast to those prior works,
we do not assume a priori knowledge of the oracle set of features. We adapt the ReFeX framework [24] from
the literature on graph mining to generate candidate features. We modify the standard feature selection
procedure from ReFeX, replacing the standard heuristic with a lease absolute shrinkage and selection operator
(LASSO)-based procedure, making it possible to align the favorable feature generation abilities of ReFeX with
known results for inference in LASSO literature, allowing us to more reliably estimate causal effects.

Finally, our work is also related to the literature on block bootstrap. Due to the absence of a closed-form
expression for the variance of our estimator, we employ bootstrap methods, as classically introduced by Efron
[25], to construct confidence intervals. The block bootstrap is particularly useful in our case as it addresses the
issue of sample correlation arising from the network structure, a scenario where the standard bootstrap
approach falls short. Block bootstrap was designed for bootstrapping time series data [26–28], primarily
addressing serial correlations within the data. More recently, Kojevnikov [29] studied the use of the bootstrap
for network-dependent processes to construct confidence intervals for the means of network-dependent
processes. However, none of these existing works can be applied directly to our setup, given that our approach
incorporates both feature selection and modeling components. As such, we have developed a customized block
bootstrap method, specifically tailored for use in estimating causal effects after feature selection.
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2 Setup

Consider a randomized experiment on n units where there is a simple undirected graph �( )=G V , that
describes the social network of interactions among n units. The graph G is associated with a symmetric matrix
�∈A

n so that =A 1ij if �( ) ∈i j, and zero otherwise. Let � ( )
i

k denote the k -hop neighborhood around each
node ∈i V . We omit the superscript when =k 1 and let di denote the degree of each node (or equivalently,

�∣ ∣=di i ). We denote by Wi the random assignment and �∈xi the pretreatment covariates for unit i. We
assume that the experimental population is the population of interest and hence view pretreatment covariates
as fixed. We only consider binary treatments but note that extensions to nonbinary treatments are straight-
forward. Throughout, we use lower case letters with the appropriate subscript for realizations of the random
variables and for nonrandom quantities.

We work under the Rubin causal model [2,30,31]. For every unit i, we associate it with potential outcomes
�( ) ∈Y wi for { }∈w 0, 1

n. In our analysis, we treat the potential outcomes as random variables. Diverging from
the super-population perspective, we do not consider the potential outcomes as independent and identically
distributed (i.i.d.) samples drawn from a super-population. As a result, each unit might exhibit distinct
expected outcomes under global treatment, �[ ( )]Y 1i , and global control, �[ ( )]Y 0i . This finite population per-
spective is usually preferred in both social science and technology industry practitioners, as people find
themselves willing to think of the outcomes as random rather than having a super-population in mind; the
effect people care about is the effect for the specific population being studied. We are interested in the
following causal estimand that we call the GATE:

�[ ( ) ( )]∑= −
=

τ

n

Y Y1 0
1

.

i

n

i i

1

(1)

Here, 1 denotes the n-dimensional ones vector and similarly for 0. The GATE estimand, also known as the total
treatment effect (TTE) in the study by Yu et al. [32], measures the overall effect of the intervention on the
experimental units. Under SUTVA, the assignments of other units would not affect one’s response, and hence,
there are only two potential outcomes per unit, ( )Y 0i and ( )Y 1i . Under SUTVA, the GATE is then simply the
average treatment effect (ATE). When there is interference along a network, there may be up to 2

n different
potential outcomes per unit. In the absence of further assumptions, it is impossible to observe ( )Y 1i for some
unit i and also observe ( )Y 0j for any other unit j .

In this work, we take a regression perspective and assume two functions f
0

and f
1

such that for each unit i

and each assignment vector { }∈w 0, 1

n,

( ) ( ) ( ) ( )= + − +Y w w f i w x G w f i w x G ε, , , 1 , , , ,i i i i i i
1 0

(2)

with εi’s being exogenous, i.e. �[ ∣ ] =ε w 0i . The functions f
0

and f
1

each take as input the node label i, the
assignment vector w, the covariate vector xi, and graph G. This approach uses exposure mappings [12] as
functions that map an assignment vectorw and xi to a specific exposure value so that if two assignment vectors
w and ′w induce the same exposure value for a unit, then they have the same value of potential outcome. Since
the potential outcomes only depend on the exposure values, we can view them as a function of exposure
values and we can rewrite the potential outcomes as in (2). Given (2), since functions f

1

and f
0

are shared across
all units, we can use the treated units to estimate f

1

and control units to estimate f
0

. Suppose fˆ
0

and fˆ
1

are two
estimates of f

0

and f
1

, respectively, then a natural estimator of the GATE would be

[ ( ) ( )]∑= −
=

τ

n

f i x G f i x G1 0ˆ

1

ˆ
, , ,

ˆ
, , , .

i

n

i i

1

1 0

Unfortunately, estimation of the GATE will be impossible without any further assumptions on the structure of
the functions f

0

and f
1

1. To motivate our structural assumptions on f
0

and f
1

, we look at the following example.
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Example 1. (Linear-in-means model) Consider the structural model [34–36]

�[ ∣ ]= + + + + =ε εα βA γ δAy 1 y w w w˜ ˜
, 0, (3)

where y is the ×n 1 outcome vector, A˜ is the degree-normalized adjacency matrix, i.e., = ∕A A d˜

ij ij i, w is the
assignment vector, and ( )α β γ δ, , , are parameters. Bramoullé et al. [36] show that under some mild conditions
on the coefficients and the graph G, we can rewrite the aforementioned model as follows:

( ) ( ) ∑ ∑= ∕ − + + + +
=

∞
+

=

∞
+

εα β γ γβ δ β A β Ay 1 w w1
˜ ˜

.

j

j j

j

j j

0

1

0

1 (4)

Note that now the outcome is linear in the assignment vector w as well as { }
+

=
∞

A w˜

j

j

1

0
. Let ( )f i w x G, , ,i

0

=

( )f i w x G, , ,i
1

= ( )∕ − +α β γw1 i + ( )+ ∑ =
∞ +

γβ δ β A w˜

j

j j

0

1 and notice that�[ ∣ ]∑ ==
∞ +

εβ A w˜
0

j

j j

0

1 . Thus, the linear-in-
means model (3) can be written in the form of (2).

While in this example the linear model is infinite-dimensional, the linear structure of (4) motivates us to
look at linear models for both f

0

and f
1

. To make it formal, we make the following definition:

Definition 2.1. (Linear interference) We say that the model � { ( ) { } [ ]}= ∈ ∈Y w w i n: 0, 1 ,i

n exhibits linear
interference if there exists a function �� �[ ] { }× × × →g n: 0, 1

n K and �∈θ
K

0
, �∈θ

K

1
such that

( ) ( )=f i w x G θ g i w x G, , , , , ,i

T

i
0 0

and ( ) ( )=f i w x G θ g i w x G, , , , , ,i

T

i
1 1

. We call each coordinate function g
j
of g a

feature of the interference.

Despite the simplicity of linear interference, from a graph perspective, it can be shown that convolutions
on graphs can be well approximated by linear expansion [37]. Such a linear interference assumption is not
uncommon [10,14,15]. Chin [15] shows how to do inference once we have access to the oracle g , while, [10] give
a testing procedure to detect network interference under linear interference. Moreover, because we are
interested in the quality of our estimated functions fˆ

0

and fˆ
1

for (only) =w 0 1, , we are effectively attempting
generalization. Simple models usually generalize well [38,39], and thus, linear interference provides credibility
of inference without losing flexibility in a world, where g can be arbitrarily complex.

Before proceeding, we can simplify (2) somewhat. Note that

( ) ( ) ( ) ( )

( ) ( ) ( )

( ) ( ) ( )

( ) ( )

( ) ( )

= + − +
= + − +

= + − +

→ →

− −

Y w w f i w x G w f i w x G ε

w f i w x G w f i w x G ε

w f i w x G w f i w x G ε

, , , 1 , , ,

, , , 1 , , ,

˜
, , , 1

˜
, , , ,

i i i i i i

i

i

i i

i

i i

i

i

i i

i

i i

1 0

1

1

0

0

1 0

(5)

where ( )→
w

i t denotes the ndimensional vector that replaces wi by t and f˜
t
is a function of ( )−

i w,

i , xi and G only.
Therefore, without loss of generality, we assume that the domain of g and hence the domain of f

0

and f
1

is � �[ ] { }× × ×−
n 0, 1

n 1 .
From here on, for presentational simplicity, we will omit the pretreatment covariates xi in our discussion.

Extensions to the case of including pretreatment covariates will be discussed when not obvious. As a result, g

is a function of the node label i, the assignment vector w, and the graph G only.
We focus on design that satisfies the following uniformity assumption:

Assumption 2.2. (Uniformity) We assume thatWi ’s are independent and∀i , �( )= =W p1i i
for some < <p0 1

i
.

We make this assumption to follow the common practice of using Bernoulli randomization in network
experiments, e.g., Karrer et al. [11]. As an alternative, estimates from designs that accounts for network
interference (for example, graph cluster randomization) may suffer from sizable variance [18]. Hereinafter,
we assume that Wi ’s are i.i.d. Bernoulli( )p random variables with < <p0 1, i.e., we work with data from
experiments under a Bernoulli design.

If we know the function g a priori, Chin [15] provides a complete solution. However, if we do not know the
function g , then there are three significant challenges, all of which we address in this work. First, how should
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we construct g so that the one we construct approximates the true one? Second, suppose we have many
candidate functions then how should we select among them? Third, even if we have satisfactory answers to the
first two questions, how should we do inference? We will address the first two challenges in the next section
and the third challenge later.

3 Model-free covariates

Now by (5), the function g from Definition 2.1 takes node label ( )−
i w,

i , and G as input, and outputs a K -dimen-
sional vector, what g essentially does is to produce K covariates based on ( )−

w
i and G for each unit i. In this

section, we describe a sequential procedure to generate and select model-free covariates. A high-level descrip-
tion of our method would be that we generate rich candidate features based solely on the graph structure as
well as the assignment vector and select among these features based on the observed outcomes. We first give
the procedure in Algorithm 1 and then explain the steps in more detail. We call the procedure ReFeX-LASSO as
it builds on the graph mining technique ReFeX [24] to generate candidate features while using LASSO [40] to
select features.

Algorithm 1. ReFeX-LASSO

Input: Graph �( )=G V , , assignment vector { }∈w 0, 1

n, maximum number of iterations T .
Output: A set of covariates S .
1: Initialize {}=S , active feature set {}=A .
2: For each node/unit i, construct m base features and add m base features to A.
3: for =t 1 to T do
4: Regress y on w and features from S and A using LASSO with no penalty on features from S .
5: If no feature in A is selected, return S . Otherwise, add selected features from A to S .
6: Recursively construct features by performing aggregations of features in A over neighbors in 1-hop
neighborhood.
7: Delete old features in A and add those new features to A.
8: end for
9: Return S .

ReFeX (Recursive Feature eXtraction) was originally designed to generate features for graph mining tasks
and can be viewed as a recursive algorithm that starts with base features of each node in the graph and
iteratively (i) adds and (ii) prunes features based on aggregations over features from neighboring nodes. ReFeX
can be viewed as a simple early precursor to recent methods for graph representation learning based on graph
convolution networks [41,42]. We adopt the feature generation step in ReFeX algorithm, but replace the feature
pruning part of the original algorithm by LASSO, a modification that allows us to more precisely characterize
the features that are available at any given step of the algorithm.

ReFeX has two ingredients – base features and aggregation functions. Given w, { } =xi i

n

1
, andG, base features

are those features that can be constructed by only looking at each node’s 1-hop neighborhood. They can be
arbitrary as long as they satisfy this local look-up constraint. Base features can be purely graph features like
degree, centrality, clustering coefficient, etc. They can also be pretreatment covariates xi. Often we would also
like to have base features that depend on not just one input of the function g but features computed from two
inputs of g . For example, features like the number of treated neighbors, which depends on both the assign-
ment vector w as well as the graph G, or the average feature value over all neighbors, which depends on the
pretreatment covariates and G. With ReFeX, the base features are chosen by the analyst. The selection of base
features can often be informed by domain-specific knowledge. For instance, in a scenario where treatment is
favored and peer effects positively influence the units, it could be reasonably proposed that an increased
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number or proportion of treated neighbors associates with a higher outcome. Consequently, a logical choice
for base features might be the number or fraction of treated neighbors. Moreover, in other scenarios where
demographic attributes may play a significant role, it may also be appropriate for the analyst to incorporate
these demographic features as base features. Aggregation functions are functions that take features from
neighboring nodes as inputs and output a single value. Hence, one aggregation function essentially computes a
statistic based on the sample of feature values from neighbors. The aggregation functions again can be
arbitrary and chosen by the analyst. Some common examples include min, max, sum, mean, and variance [24].

We are now ready to introduce the ReFeX-LASSO algorithm. The ReFeX-LASSO algorithm starts with two
empty feature sets, the target set S and the active feature set A. The first set S stores the selected features, and
features in S will be used for adjusting the GATE estimate. The active feature set A contains features that were
recursively added in the previous step and yet to be selected. At the beginning of the procedure, we construct
base features for each unit i. Equipped with a set of base features, each time we regress the outcome vector y

on features from both set S and set A using LASSO. The LASSO regularization parameter can be chosen by
cross-validation, and hence, we do not need extra hyper-parameters of the algorithm. Note that we do not put a
penalty on features in S since they have already been selected and should be kept. The intuition behind this
step is that in general features generated later (pulling information from farther in the graph) should not be
more predictive than features selected previously. Next, depending on the number of newly selected features,
we either terminate the construction and return the current S or add those selected features to S and proceed
with the recursive construction. We then need to generate new features and add them to A. To do so, we now
perform aggregations on old features over all neighboring units. Finally, we add those features to A and delete
all old features in A.

The maximum number of iterations in Algorithm 1 limits the distance in the graph that we can pull
information from. Although each step only performs aggregations over neighbors in the 1-hop neighborhood,
by repeatedly performing the aggregations, we are able to construct features that are informative for the
k -hop neighborhood. To illustrate this point, we give an example.

Example 2. (ReFeX and multi-hop information) Suppose one of the base features we use in ReFeX-LASSO is the
fraction of treated neighbors,

�

∑=
∈

ρ

d

w

1

,
i

i j

j

i

and supposed we limit ourselves to mean aggregation, i.e., we look at each unit’s neighbors and aggregate their
fraction of treated neighbors using a mean function. We call this new feature ρ̃

i
. We then have that

�

� �

[ ]

∑

∑ ∑

∑ ∑

∑ ∑

=

=

=

=

=

∈

∈ ∈

= =

= =

ρ

d

ρ

d d

w

A

d

A

d

w

A A w

A w

˜

1

1 1

˜ ˜

˜
,

i

i j

j

i j j k

k

j

n

ij

i k

n

jk

j

k

j

n

ij

k

n

jk k

i

1 1

1 1

2

i

i j

where A and A˜ are the same as defined in the linear-in-means model example from (3). The identical set of
features utilized by the linear-in-means model is obtained by the aforementioned recursive process. Note that
the summand is 1 if and only if Aij, Ajk , andwk are all 1s. In other words, if we ignore the normalizing terms, the
sum essentially represents the number of length-2 paths in G that start at unit i and arrive at a treated unit.
With the normalizing terms, it is close to the fraction of such paths among all length-2 paths that start at unit i.
Clearly, this feature is informative for unit i’s 2-hop neighborhood.
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The aforementioned example shows the power of recursion. It allows us to have access to information
about much larger neighborhoods without actually looking up all units in larger neighborhoods. In fact, the
ReFeX component of ReFeX-LASSO is very efficient in terms of computational complexity [24], making the
procedure ideal for large-scale experiments on online platforms where network interference is ubiquitous.
Another advantage of our algorithm is that all the covariates generated are model-agnostic or model-free –we
do not generate them according to any particular response model (or graph model). Since the aggregation
functions are arbitrary, ReFeX can quickly generate a very large number of features, even for modest itera-
tions budgetsT . Despite the fraction of treated neighbors we just saw, we are also able to obtain the number of
treated neighbors for each unit by using sum as the aggregation function. In general, using more complicated
aggregation functions yields more complicated features. Thus, the recursive step offers rich features for
each unit.

With minor modifications, we can see that all pruning steps in our procedure can be grouped together and
done ex ante, i.e., before running the experiment and observing the outcomes. Then, after the experiment, we
use the observed outcomes to select covariates among all the covariates we have generated. This method has
certain advantages, so for completeness, we give such a modified version of ReFeX-LASSO in Algorithm 2,
calling it post-ReFeX-LASSO.

Algorithm 2. Post-ReFeX-LASSO

Input: Graph �( )=G V , , assignment vector { }∈w 0, 1

n, maximum number of iterations T .
Output: A set of covariates S .
1: Initialize {}=S .
2: For each node/unit i, construct m base features and add m base features to S .
3: for =t 1 to T do
4: Recursively construct features by performing aggregations of features in S that were added in the
previous iteration over neighbors in 1-hop neighborhood.
5: Add those newly constructed features to S .
6: end for
7: Regress y on w as well as features from S using LASSO.
8: Keep selected features in S and remove other features from S .
9: Return S .

An operational advantage of post-ReFeX-LASSO is that two parts of the algorithm, feature generation and
selection, can be done separately. However, in practice, we find that post-ReFeX-LASSO leads to estimates with
larger variance. Our explanation for this increased variance is twofold. First, since the number of features
generated from ReFeX may be large, separating the generation step and the selection step seems to make the
selection step unstable. Second, many of the features generated along the way of post-ReFeX-LASSO are
correlated, and including all of them simultaneously leads to greater uncertainty in terms of features being
selected. Hence, it leads to estimates with larger variance, and we recommend ReFeX-LASSO over post-ReFeX-
LASSO in all use cases when operationally feasible.

4 Inference with model-free covariates

In the previous section, we gave a sequential procedure that outputs a set of covariates S that can be used for
regression adjustments when estimating GATEs. This section devotes to inference with model-free covariates.
We first discuss how to use model-free covariates returned from ReFeX-LASSO or post-ReFeX-LASSO to do
regression adjustment. Following that, we show one selection property of ReFeX-LASSO. We then give
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theoretical properties of regression adjustment estimator of the GATE using model-free covariates as well as a
simple way to construct confidence interval for τ .

4.1 Estimation

Let u u,…,
i i

K1 denote the K covariates returned by ReFeX-LASSO or post-ReFeX-LASSO for unit i, and let
�[ ]= ∈u u u, …,i i i

K T K1 be the whole feature vector for unit i. We further let ĝ be the function that maps
( )i w x G, , ,i to ui for each unit i. Finally, we denote by nc the number of control units and nt the number of
treated units with + =n n nc t .

To estimate the GATE, we fit two linear models on control and treated units usingui’s. Ideally, we hope that
there exist vectors β β,

0 1

such that β u
T

i
0

and β u
T

i
1

are good approximations of f
0

and f
1

. To be specific, we first

run an ordinary least squares with observations that are from the control group only and obtain βˆ
0

. We then

run ordinary least squares again, but now with observations that are from treatment group only and obtain βˆ
1

.
Meanwhile, the features ui are all features under the treatment assignment w for which the responses were
collected. To estimate the GATE, we are interested not in the response under ui as it was, but ui as it would be if

=w 0 or =w 1. We thus pass 0 and 1 to ĝ to obtain the feature vectors u
i

gc and u
i

gt under global control and
global treatment, respectively.

Combining the coefficient estimates βˆ
1

and βˆ
0

with the vectors u
i

gc and u
i

gt, our estimate of the GATE is
then simply

( )∑= −
=

τ

n

β u β uˆ

1

ˆ ˆ
.

i

n

T

i

gt T

i

gc

1

1 0

(6)

Though assuming a linear model is restrictive, as we discussed previously, if we are able to generate predictive
features then the linear model can be a good approximation to the true model. ReFeX-LASSO or post-ReFeX-
LASSO help us choose good features to adjust for and thus both reduce the variance of the estimate2 and
reduce the bias we typically incur when ignoring interference.

4.2 Selection properties

Before we delve into inference details, we first discuss selection properties of ReFeX-LASSO, drawing inspira-
tion from the prior work on sequential LASSO [43]. To this end, we introduce some additional notation. For
each iteration t, let { }u u u, , …,

t t

i

t

1 2
t

be the set of features generated in the ReFeX step of ReFeX-LASSO and s
*

t be
the selected features at the tth iteration (note that s

*

t may contain features that were selected in previous
iterations and thus are not in the set { }u u u, , …,

t t

i

t

1 2
t

). Moreover, we let �( )s to denote the space spanned by
features in s.

Proposition 4.1. For ≥t 1 and any { }∈ +j i1, …, t 1
, if �( )∈+

u s
*

j

t

t

1 , then ( )∉ +j s
*

t 1
.

This first proposition implies two things. First, we have a full rank design matrix at each iteration. Second,
the subsequent selection will disregard the features that are highly correlated with the existing ones and hence
provides intuition for why the post-ReFeX-LASSO leads to estimate with high variance. Without the sequential
procedure of (non-post-) ReFeX-LASSO, two highly correlated features may enter the selection stage together.

Proposition 4.2. Our selection is nested in the sense that ⊆ ⊆ ⋯ ⊆s s s
* * *

T1 2
.



2 In fact, in the case of no interference, Lin [13] shows that doing linear adjustment can only improve the precision.
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This second proposition is relatively self-explanatory and ensures that the sequential procedure actually
provides nested feature sets, i.e., by excluding penalties on selected features, we are able to keep them in our
feature set S . Though our selection procedure in ReFeX-LASSO is quite different from sequential LASSO [43],
and the proofs of the aforementioned two propositions are analogous to those in ref. [43]. There are two key
differences between our selection procedure and sequential LASSO. First, instead of keeping all the features
for every iteration, we throw away nonselected features in previous iterations. Second, the features under
consideration at each iteration are newly generated features rather than existing features. Put another way,
we find that the analysis in the study by Luo and Chen [43] is robust to such a change in procedure. Note that
sequential LASSO can be used for post-ReFeX-LASSO (but not ReFeX-LASSO) since for post-ReFeX-LASSO we
generate all the candidate features in advance. These two propositions together establish two intuitive proper-
ties of our selection step in ReFeX-LASSO that we should expect to hold for our purpose. Their proofs can be
found in Appendix A.

4.3 Consistency

We now prove that post-ReFeX-LASSO leads to a consistent estimator of the GATE under standard assumptions
one would require for consistency of LASSO. For each unit i, we denote the set of features generated by the
ReFeX step in post-ReFeX-LASSO as { }u u, …,

i i

M1 . We drop the subscript i when we refer to the jth feature

vector, i.e., [ ]=u u u, …,

j
j

n

j T

1
. Furthermore, we assume that there exists a subset { }⊂S u u

*

, …,

M1 with ∣ ∣ =S s
*

such that both f
0

and f
1

are linear in features in S
*

with coefficient vectors β
0

and β
1

, respectively. Finally, we
denote the design matrix when estimating β

0

by U
0 and the design matrix when estimating β

1

by U
1.

Theorem 4.3. Suppose that there exists a constant >C 0 such that

‖ ‖
≤

=

u

n

Cmax ,

j M

j

1, … ,

2

and the two design matrices U
0 and U

1 satisfy the ( )κ;3 -RE condition over S, then τ̂ is consistent for τ .

A proof of Theorem 4.3 appears in Appendix A and uses mostly standard tools for the study of LASSO
ℓ

2
-error bounds [44]. The restricted eigenvalue (RE) condition in Theorem 4.3 is a standard assumption when

proving ℓ
2
-error bound on the coefficient vector. It constrains the curvature of the objective function in such a

way that a minor deviation between the empirical loss at the true minimizer and the empirical loss at the
empirical risk minimizer implies a small error vector. Consequently, under the RE condition, the error is well
controlled. While demonstrating that the RE condition is satisfied for generic random matrices can prove
challenging, it has been shown to hold for correlated Gaussian designs [45]. It is defined as follows [45–47].

Definition 4.4. The matrix X satisfies the restricted eigenvalue (RE) condition over S with parameters ( )κ α; if

�‖ ‖ ‖ ‖ ( )≥ ∈
n

κ SX
1

Δ Δ for all Δ ,α2

2

2

2

where � �( ) ∣ ‖ ‖ ‖ ‖{ }≔ ∈ ≤S αΔ Δ Δα

d

S S1 1

c .

Under the assumptions of Theorem 4.3, we are now able to prove GATE consistency under LASSO-based
feature selection in at least simple settings such as the following, an example setting where our feature
generation procedure outputs two simple features.

Proposition 4.5. Suppose we run a Bernoulli randomized experiment with treatment probability < <p0 1 and
we only generate two features, the fraction of treated neighbors ρ

i
and number of treated neighbors νi.

Furthermore, suppose the graph G consists of disjoint cliques of size ≤ ≤m M3 c (mc is the size of the c th
cluster) for some positive constant ≥M 3. If the true f

0

and f
1

are only linear in ρ
i
, then τ̂ is consistent for τ .
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The lower bound on mc is for identifiability and since when all clusters have size 2, then ρ
i
and νi are

essentially the same, and we end up with completely duplicated features. Notice also that when all mc’s are
equal, we end up with perfect colinearity so in that case we would not consider distinguishing between these
two features. While the aforementioned result applies only in a simple setting, it is of its own importance. In
practice, it is not uncommon to adjust for fraction of treated neighbors and report the resulting estimate as the
estimate of the GATE [11,48]. The aforementioned proposition shows that when we only want to distinguish
covariates between fraction of treated neighbors and number of treated neighbors, LASSO is a handy tool.

4.4 Confidence interval via a block bootstrap

Researchers are usually not just interested in a point estimate of the GATE, they also want to know the
uncertainty contained in the estimate, e.g., through confidence intervals. ReFeX-LASSO brings flexibility in
doing regression adjustment for GATE estimation, but there is no free lunch and it also brings us difficulty in
doing inference, i.e., in constructing confidence interval for τ . First, unlike [15] where one assumes an oracle
model, here the true model is unknown. Second, features constructed in ref. [15] do not use the observed
outcomes. With ReFeX-LASSO, though all the features constructed from ReFeX do not use the outcomes, our
selections of covariates depend on the realized outcomes. Therefore, ReFeX-LASSO leads to an estimator with
no clear variance expression. Moreover, since our final estimate depends on the actual selected covariates, we
require some technique analogous to post-selection inference as in the study by Lee et al. [49]. Lee et al. [49]
considered confidence intervals of coefficients conditional on being selected by LASSO. Yet we are interested in
the confidence interval of τ , not the coefficients, where our estimate τ̂ is calculated based on the estimated
coefficients as well as selected covariates. Because of the combination of these complexities, we are not able to
simply import any known results for inference in this setting.

Let us consider the nature of the inference problem we are facing. In general, the randomness of our
estimate is incurred not only by the randomness of the potential outcomes but also by the randomness of the
assignment vector. To construct the confidence interval, we need to quantify how these two resources of
randomness affect our estimate of the GATE. Note that since we know the distribution of the assignment
vector, the distribution of a given feature is in fact known. What we do not have a good characterization of is
the randomness of the selection procedure incurred by the randomness of the assignment vector. In other
words, we require understanding how the random assignments affect the feature selection procedure.

To tackle this complication, we introduce a way to construct confidence intervals based on a block boot-
strap. Ideally if we can do the experiment infinitely many times, we could run 2

n experiments and calculate 2

n

estimates of the GATE. A confidence interval for τ could then be derived easily. Our obvious difficulty is then
how should we use one single sample to approximate the sample randomness. We turn to the block bootstrap
[25,50,51]. The intuition of this usage is that features of units are correlated according to the particular graph
structure of G, and hence, by sampling clusters (which we expect to be relatively disconnected), we are able to
keep the bootstrap sample looking like the original sample. On the other hand, resampling units will fail as it
cannot replicate the underlying correlation structure in the data. Though we do not provide theoretical
guarantees, we will show that in practice the coverage is good and the resulting confidence intervals are of
reasonable width. We also note in passing that recent results in the study by Kojevnikov [29] demonstrate that
there is a version of block bootstrap that does provide theoretical guarantee for certain highly stylized net-
work processes.

Example 3. Consider the case where our social networkG consists of C disjoint cliques � �,…, C1
of sizem. Units

are fully connected within each clique. This setup can be viewed as a special case of the household experiment
studied in ref. [52]. In such a case, it is natural to consider sampling all C cliques with replacement to obtain a
bootstrap sample. For network-dependent processes satisfying certain technical assumptions, this sampling
process is the correct thing to do using arguments in the study by Kojevnikov [29]. Suppose we have a network-
dependent process { }Y G,n n that satisfies assumptions in ref. [29]. To make block bootstrap consistent, i.e.,
producing a confidence interval that is consistent in level, Assumption 4.1 in ref. [29] needs to hold. Tersely
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employing the notation of that assumption, it is easy to verify that in our case, ( ) =δ s mn n , ( ) =sΔ , 2 0n n , and
( ) =D s mn n for �( )∀ ≥s max diamn c c , since our graph consists of nonoverlapping blocks with equal size m.

Moreover,

( ) = ⎧
⎨
⎩

ω i j

i j

,

1 if and are in the same cluster ,

0 otherwise .

n

and ( ) =ω j 1n for all [ ]∈j n . With these values, we immediately see that the Assumption 4.1 in the study by
Kojevnikov [29] holds as long as ( )=m o n . Since the only remaining assumptions needed to make block
bootstrap consistent are about the network-dependent process itself, we can conclude that block bootstrap
would be valid in this toy model for network-dependent processes given in ref. [29].

We present two versions of block bootstrap here, one for regression adjustment with post-ReFeX-LASSO and
one for regression adjustment with ReFeX-LASSO. Before actually giving the two block bootstrap procedures, we
first introduce the key ingredient in our block bootstrap procedure, a randomized graph clustering algorithm.
Our block bootstrap procedure involves partition the graph into several clusters. The generic algorithmwe use is
k -hop-max clustering [18], a simple adaptation of the CKR partitioning algorithm [53]. The details are shown in
Algorithm 3. The algorithm provides a random clustering of the graph that depends on random initial conditions.
The algorithm is light in computation when =k 1 as we only need to look at one’s direct neighbors. Also, it
returns neighborhood-like clusters. As a remark connecting back to the aforementioned example, if our graph
consists of disjoint fully connected clusters then 1-hop max clustering is able to return exactly these clusters as
final output. In general, when >k 1, we obtain larger clusters that are centered around fewer nodes.

Algorithm 3. k-hop-max graph clustering

Input: Graph ( )=G V E, .
Output: Graph clustering � �,…, c1

.
1: for ∈i V do
2: 	( )←X 0, 1i ;
3: end for
4: for ∈i V do
5: ([ ( )])← ∈i X j B iargmax forj k ;
6: end for
7: Return � �,…, c1

.

We first present the block bootstrap procedure for post-ReFeX-LASSO, given in Algorithm 4. With post-
ReFeX-LASSO, the bootstrap procedure is simpler since the feature generation and selection part are sepa-
rated. Unlike the usual bootstrap where we sample random individual units with replacement, here we sample
random clusters from the graph clustering algorithm with replacement. The intuition is that features ui of
units are correlated according to the particular graph structure ofG and hence by sampling clusters, which we
expect to be relatively disconnected, we are able to keep the bootstrap sample “looking like” the original
sample. As a specific caveat, though in expectation the bootstrap sample has sample size n, if we do not have
uniformly sized clusters, then the bootstrap sample may end up with much larger or smaller sample size.
Hence, we run the graph clustering algorithm l times, and for each clustering, we run block bootstrap with the
number of bootstrap replicates B. We use = +k T* 1 for k -hop-max clustering in Algorithm 4 where T* is the
number of iteration where there were features still got selected. The rationale for this choice is twofold. First, if
no feature got selected in the ( )+T* 1 th iteration, then interference is likely to occur within the T*-hop
neighborhood. In addition, as highlighted in the study by Sävje et al. [54], dependencies among outcomes
can stretch beyond the direct dependencies that inform the exposure mappings. This makes it essential to
extend our analysis beyond the diameter where interference is occurring. Choosing = +k T* 1 generates
clusters that consider information from beyond the T*-hop neighborhood.
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Algorithm 4. Block bootstrap for post-ReFeX-LASSO

Input: Graph �( )=G V , , assignment vector { }∈w 0, 1

n, number of bootstrap samples B.
Output: Confidence interval for τ .
1: Collect the assignment wi, features u u,…,

i i

M1 in S generated before running LASSO, outcome y
i
for each

unit i. Record the maximum iteration number T* where one of the features generated at that iteration was
selected.
2: Use k -hop max clustering algorithm with = +k T* 1 to divide n units into C clusters � �,…, C1

.
3: for =b 1 to B do
4: Sample C clusters with replacement from � �,…, C1

.
5: Construct the bth bootstrap sample ( )w u u y, , …, ,

b b M b b1, , with units from sampled clusters.
6: Regress y on w as well as M features using LASSO.
7: Compute the estimate τ̂

b using selected features and the bootstrap sample.
8: end for
9: Repeat line 2–8 for ℓ times and obtain ℓ ⋅ B bootstrap estimates in total.
10: Compute the ∕α 2th quantile ∕q *

α 2

and the ( )− ∕α1 2 th quantile − ∕q*

α1 2

of the sample of all bootstrap esti-

mates ℓ
τ τˆ ,…, ˆ

B1 .
11: Return [ ]∕ − ∕q q* , *

α α2 1 2

as the ( )− ×α1 100% confidence interval for τ .

Next we present the version of block bootstrap with ReFeX-LASSO, given in Algorithm 5. Note that we
cannot simply use the same algorithm since it performs feature generation and feature selection concurrently.
Compared to Algorithm 4, T* now represents the stopping time of ReFeX-LASSO. Meanwhile, similar to
Algorithm 4, the bootstrap sample is only used in the feature selection step of ReFeX-LASSO. That being
said, for each iteration, we still use the same graph G to generate features, but then we use the bootstrap
sample of these features to do selection. The intuition behind using the original graph is that we view the graph
as fixed and the correlation structure of all features are then induced by this graph. Therefore, we do not paste
all sampled clusters together to form a new graph to generate features for next iteration. On the other hand, if
we do believe that the graph is generated from some random process, then we may also reconstruct the graph
from sampled units by pasting all sampled clusters together.

Algorithm 5. Block bootstrap for ReFeX-LASSO

Input: Graph �( )=G V , , assignment vector { }∈w 0, 1

n, number of bootstrap samples B.
Output: Confidence interval for τ .
1: Collect the assignment wi and outcome y

i
for each unit i. Record the stopping time for ReFeX-LASSO T*.

2: Use k -hop max clustering with = +k T* 1 to divide n units into C clusters � �,…, C1
.

3: for =b 1 to B do
4: Sample C clusters with replacement from � �,…, C1

.
5: Construct the bth bootstrap sample with units from sampled clusters.
6: Rerun ReFeX-LASSO with the original sample for feature generation and the bootstrap sample for
feature selection.
7: Use the covariates returned from last step as well as the bootstrap sample to get estimate of τ , τ̂

b.
8: end for
9: Repeat line 2–8 for ℓ times and obtain ℓ ⋅ B bootstrap estimates in total.
10: Compute the ∕α 2th quantile ∕q *

α 2

and the ( )− ∕α1 2 th quantile − ∕q*

α1 2

of the sample of all bootstrap esti-

mates ℓ
τ τˆ ,…, ˆ

B1 .
11: Return [ ]∕ − ∕q q* , *

α α2 1 2

as the ( )− ×α1 100% confidence interval for τ .

12  Kevin Han and Johan Ugander



In the aforementioned two algorithms, we utilize a randomized graph clustering algorithm that can be
easily implemented. Of course, this is not the only possible choice for the graph clustering algorithm one can
use. We note by passing that there are many graph clustering algorithms available for practitioners [55–58]
that exhibit various properties.

We conclude this section with a discussion of how to suitably choose the sizes of clusters. We consider
three scenarios and show why they may fail with heuristics from Kojevnikov [29]. Though we are not con-
sidering the same problem as in Kojevnikov [29], given that we have a more complicated setup, we do not
expect that weaker assumptions than those in the study by Kojevnikov [29] would be sufficient for good
coverage in our case. Therefore, we view assumptions in the study by Kojevnikov [29] as what we should
expect to have to make our block bootstrap consistent.

The first scenario that we consider is when we have ( )O n clusters with nonconstant sizes. Then the second
absolute central moment of block sizes may be nonvanishing as → ∞n , but the average block size is ( )O 1 . This
implies that unless the clusters are relatively uniform, there would be a violation to Assumption 4.1 in ref. [29].
As a second scenario, consider the case when we have ( )O 1 clusters. Now the maximum block size must be of
order ( )O n and the average block size is at most ( )O n , hence Assumption 4.1 in ref. [29] is certainly violated. In
general, we do not want to have too many clusters or too few clusters. Finally, then, consider a scenario where
we have −n 1 clusters of size n and n clusters of size 1. Now the average block size is of order ( )∕

O n
1 2 and

the second absolute central moment of block sizes is not of lower order, which implies that the ratio does not
vanish as →n 0, and again Assumption 4.1 in ref. [29] is violated. This last example shows that the cluster sizes
are not simply a matter of avoiding too big/small or few/many clusters, but instead here, we see we cannot
have two groups of clusters with different size magnitudes. In summary, the advice is to use a reasonable
number of clusters that have sizes of roughly the same magnitude. What we present in Algorithms 4 and 5 are
good default choices if the network is not very dense.

5 Simulation experiments

In this section, we use simulations to provide both empirical guidance on our method when theory is lacking
and empirical evidence of the usefulness of our method. We make use of the Facebook 100 dataset [59] of real-
world social networks. The networks in this dataset are complete online friendship networks for 100 colleges
and universities collected from a single-day snapshot of Facebook in September 2005. For our simulations, we
use the network of Swarthmore college students, being of modest size. We extract the largest connected
components of the Swarthmore network, obtaining a social network with 1,657 nodes and 61,049 edges. The
diameter of the network is 6, and the average pairwise distance is 2.32. Since this network is quite dense,
estimation of the GATE would be very difficult when interference is strong. Indeed, we choose to test our
simulations on this college social network specifically because of the challenges posed to GATE estimation by
the high density. Comparable simulations on the more widely studied farmer’s network from Cai et al. [21],
which we also study in Section 6 as a real-world test of our methods, are given in Appendix B. We use this
network to demonstrate that even for such a network, we are still able to obtain relatively good estimates from
(post-) ReFeX-LASSO.

We generate an assignment vector using a Bernoulli design with success probability 0.5 and generate
outcome variables according to certain models with varying magnitude of network interference; these models
are summarized in Tables 1 and 2. We will discuss in detail about these outcome models in Section 5.2. Our

Table 1: Parameters of simple linear interference outcome model ((8) and (9)) used in simulation experiments

Model type (( ))α α,0 1 (( ))ξ ξ,0 1 (( ))γ γ,
0 1

Model 0 (0, 2) (0, 0) (0, 0)
Model 1 (0, 2) (1, 1.5) (0.005, 0.0025)
Model 2 (0, 2) (1, 2) (0.005, 0.01)

Regression adjustment with model-free covariates for interference  13



simulations can be viewed as semi-synthetic experiments – we use a true social network, but we generate
outcomes according to specified models. Section 5.1

introduces the baseline estimators that we compare with in our simulations. Section 5.2 discusses the
outcome models that we use for generating the outcomes with various degree of interference. Section 5.3
compares the regression adjustment estimator using model-free covariates with those commonly used esti-
mators in practice as given in Section 5.1 and demonstrates that it has good performance in terms of root-
mean-square error (RMSE). Section 5.4 explores the empirical performance of the confidence interval con-
structed via block bootstrap and discusses some practical aspects in the procedure.

5.1 Estimation of the GATE

Our ultimate goal of constructing model-free covariates is to use them in GATE estimation. We first explore the
empirical performance of the regression adjustment estimator using model-free covariates. Specifically, we
compare it with two kinds of estimators that are commonly used in practice: (i) the difference-in-mean
estimator and (ii) a Hájek estimator under a network exposure model [7]. Difference-in-mean estimator
calculates the difference between average outcome among treated units and average outcome among control
units:

( )
( )∑ ∑= ∑ − ∑ −

−
= = = =

τ

W

YW

W

Y Wˆ

1 1

1

1 .

DM

i

n

i i

n

i i

i

n

i i

n

i i

1 1 1 1

Obviously this estimator ignores interference and will thus incur large bias when interference is significant.
The basic Hájek estimator for the ATE is defined as follows:

�

� �

�

� �

( )

( ) ( )

( ) ( )

( ) ( )
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∑ ∕ =
∑ = ∕ =

−
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ˆ
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.

i

n

i i i

i

n

i i

i

n

i i i

i

n

i i

Hájek
1

1

1

1

Here, we will consider a version of Hájek estimator that accounts for interference. Manski [7] studies identi-
fication of potential outcome distributions under interference. One concrete example is when one’s outcome
only depends on one’s own assignment as well as the distribution of assignments for his/her neighbors.
Ugander et al. [17] further considers a fractional exposure model where it is assumed that if one is treated
and a >q 0.5 fraction of one’s neighbors is treated, then one’s outcome is equal to the potential outcome
associated with the assignment vector 1. Similarly, in this exposure model if one is not treated and one’s
fraction of treated neighbors is at most − q1 , then one’s outcome is equal to the potential outcome associated
with the assignment vector 0. Formally, { }∀ ′ ∈w w, 0, 1

n, this fractional exposure model assumes:

�
�

∣ ∣
( ) ( )∑= ≥ ⇒ =

∈
w w q Y w Y 11,

1

,i

i j

j i i

i

and

�
�

∣ ∣
( ) ( )∑= ≤ − ⇒ =

∈
w w q Y w Y 00,

1

1 .i

i j

j i i

i

Table 2: Parameters of truncated linear-in-means outcome model used in simulation experiments

Model type α β γ J

Model 3 1 5 2 2
Model 4 1 5 3 2
Model 5 1 5 1 3
Model 6 1 5 2 3
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We can then use a Hájek estimator that corrects for the probability that these conditions are met under a
Bernoulli design. Specifically, we define the events

� �{ }
∣ ∣

= = ∑ ≥∈E W w q1,
i

q

i j j

1, 1

i
i

and =−
E

i

q0,1

� �{ }
∣ ∣

= ∑ ≤ −∈W w q0, 1i j j

1

i
i

. The corresponding Hájek estimator under a fractional exposure model
is then

� �

� �
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∑ ∕
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q
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i

n

i

q

i

q,1

Hájek 1

1, 1,

1

1, 1,

1

0,1 0,1

1

0,1 0,1

(7)

This estimator accounts for interference by taking the assignments of direct neighbors into consideration.
If we still assume local interference in the sense that only one’s direct neighbors can impact one’s response but
want a fully agnostic setting, then we could choose =q 1 (notice that in this case the Hájek estimator is
consistent). In our case, the number of neighbors that one has is usually quite large, and under independent
Bernoulli assignment, we would not expect to observe many units with all neighbors being treated or not
treated. As a bias-variance compromise, we choose =q 0.8.

Finally, we also compare our (post-) ReFeX-LASSO regression adjustment estimator with two linear
regression adjustment estimators that adjust for specific features. We will describe these two estimators in
detail later when we present the simulation results in Section 5.3. For post-ReFeX-LASSO and ReFeX-LASSO, we
choose =T 2 and the base features to be fraction of treated neighbors, number of treated neighbors, fraction of
edges in neighborhood that connects a treated unit, and a control unit and also fraction of edges in neighbor-
hood that connects a treated unit, and a treated unit. For aggregation functions in (post-) ReFeX-LASSO, we use
both the mean and variance.

5.2 Outcome models

Here, we describe the outcome models we use in our simulation study. We carry forward the notation as in
Proposition 4.5, using ρ

i
to denote the fraction of treated direct neighbors for unit i and νi to denote number of

treated direct neighbors.
We first consider estimation under linear interference. The first model is a linear model in both number of

treated neighbors and fraction of treated neighbors. Such model is also considered in the studies by Pouget-
Abadie et al. [10] and Chin [15]. Specifically,

( ) = + +f w G α ξ ρ γ ν,
i i

0
0 0

0

(8)

and

( ) = + +f w G α ξ ρ γ ν, .
i i

1
1 1

1

(9)

The difference −α α
1 0

can be viewed as the primary effect of the treatment and coefficients ( )ξ γ,w w
for =w 0, 1

govern how the unit respond to treatment and control, respectively. In particular, if = =ξ γ 0w w
, then there is

no interference, and we are back to usual setup of ATE estimation under SUTVA. Note that for this model, there
is no interference beyond the 1-hop neighborhood, and hence, the estimation problem is considerably easier.
We will refer to this response model as simple linear interference.

Building on the discussion of the linear-in-means model in the introduction, we also consider a response
model where the interference propagates out to k -hop neighborhoods for ≥k 2. This model can be viewed as a
truncated linear-in-means model; instead of summing up to infinity, we truncate the model at =j J for some
number >J 1.

Overall we consider the following model configurations of linear interference. Table 1 and 2 summarize
the configurations of the models we consider for simulations. Note that model 0 exhibits no interference. For
all models, the error terms are independently normally distributed with variance 1. The true GATE in these
outcome models (either by an exact calculation or by a Monte Carlo estimate on the Swarthmore network) are
2, 3.69, 4.74, 15, 20, 15, and 35.
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Beyond linear interference, we also examine a slightly more complicated scenario where linear inter-
ference is violated. In particular, we consider f

0

and f
1

that are nonlinear in ρ
i
and νi. The nonlinear functions

we use are sigmoid-type so that it is hard to approximate by any linear model3. We use the Monte Carlo
estimate, 9.55, as the true GATE when reporting the simulation results. Our purpose here is to show that even if
we have nonlinear f

0

and f
1

which violates our linear interference assumption, our method still leads to an
estimator with reasonable performance. This also echoes our previous discussion. In GATE estimation, we are
always predicting for a data point that is outside the range of our observed/training data and hence a simple
model can be quite reliable.

5.3 Simulation results

We study both the bias and the RMSE of each estimator under these varied models. Additional simulation
results, employing two commonly studied network models – the stochastic block model [60–63] and the small-
world model [64–68] – can be found in Appendix B. The objective of these additional simulations is to
demonstrate that the results presented in this section remain largely consistent, even when the structure of
the underlying networks is changed. Tables 3 and 4 show the RMSE and bias of several different estimators
under linear interference. In these two tables, we show results of two kinds of regression adjustment estima-
tors. τ̂

frac
is the regression adjustment estimator that adjusts for the fraction of treated neighbors and τ̂

num

adjusts for the number of treated neighbors. They are also considered in ref. [15]. We also show the oracle
adjustment estimator τ̂

oracle
as a reference, which marks the best we can do with full knowledge of the

Table 3: RMSE of estimators of the GATE assuming linear interference (simple linear interference and truncated linear-in-means)
outcome models

Estimator τ̂
DM

τ̂0.8,0.2

Hajeḱ τ̂frac τ̂num Post-ReFeX-LASSO ReFeX-LASSO τ̂oracle

Model 0 0.05 0.76 0.24 0.07 0.50 0.32 0.05
Model 1 1.53 1.02 0.36 1.22 1.54 0.70 0.25
Model 2 2.06 1.41 0.47 1.49 1.49 0.59 0.24
Model 3 10.02 3.84 0.37 9.86 1.08 0.93 0.37
Model 4 15.02 5.60 0.56 14.72 1.68 1.59 0.56
Model 5 9.92 6.61 4.53 9.82 1.38 1.73 1.98
Model 6 29.67 22.31 18.22 29.46 2.42 2.47 4.45

Table 4: Empirical bias of estimators of the GATE assuming linear interference (simple linear interference and truncated linear-in-
means) outcome models

Estimator τ̂
DM

τ̂0.8,0.2

Hajeḱ τ̂frac τ̂num Post-ReFeX-LASSO ReFeX-LASSO τ̂oracle

Model 0 0.004 0.120 0.021 0.009 0.106 0.042 0.004
Model 1 ‒1.53 ‒0.68 ‒0.25 ‒1.22 ‒0.72 ‒0.004 ‒0.05

Model 2 ‒2.06 ‒1.16 ‒0.39 ‒1.48 ‒0.56 ‒0.29 0.008
Model 3 ‒10.02 ‒3.67 ‒0.01 ‒9.85 0.28 0.19 ‒0.01

Model 4 ‒15.02 ‒5.46 0.003 ‒14.72 0.36 0.31 0.03
Model 5 ‒9.92 ‒6.55 ‒4.52 ‒9.82 ‒0.01 ‒0.24 0.68
Model 6 ‒29.67 ‒22.28 ‒18.21 ‒29.45 ‒0.21 ‒0.31 2.77



3 We document this model in the Appendix B.
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response model. Note that in some cases other estimators can perform better than the oracle since the oracle
adjustment estimator only means we use oracle control covariates. The covariates are inevitably random and
we are not averaging over all possible assignment vectors. Moreover, for the truncated linear-in-means model,
the true covariates are highly correlated, causing the oracle adjustment estimator to have a large variance.

Finally, τ̂
DM and τ̂

0.8,0.2

Hájek refer to the simple difference-in-mean estimator and the Hájek estimator in Equation
(7) with =q 0.8 as we mentioned earlier.

First, if we look at the results for Model 0, i.e., when there is no interference, post-ReFeX-LASSO and ReFeX-
LASSO all give better performance compared to the Hájek estimator. Second, for Model 1 and Model 2, the true
interference mechanism is simple linear interference. As we can see from the first two rows of Table 3 and
Table 4, if we fail to account for one feature, the bias and/or the RMSE can be large. Also, ReFeX-LASSO is
dominating post-ReFeX-LASSO with significantly lower bias and RMSE since for this case ReFeX-LASSO is able
to stop considering further features after the first iteration. For Models 3–6, the underlying model is a
truncated linear-in-means model, and the only difference between them is the stopping number J . For the
models with =J 2 (Models 3 and 4), the interference is still local, i.e., within one’s direct neighbors, but for

=J 3 (Models 5 and 6), it is crucial to consider information from 2-hop neighbors. Our simulation results verify
this intuition. We see that τ̂

frac
is doing well for model 3 and 4 but very poorly for model 5 and 6. We also note

in passing that τ̂
frac

and τ̂
oracle

give the same results for Models 3 and 4, since for these two models τ̂
frac

happens to use the oracle features. Both post-ReFeX-LASSO and ReFeX-LASSO lead to estimators with relatively
small bias and small RMSE for these more challenging response models.

Turning to the nonlinear model, Table 5 shows our results there. In this case, τ̂
frac

and τ̂
num

represent the
same regression adjustment estimators as in the linear case. Compared to difference-in-means and Hájek,
ReFeX-LASSO leads to estimator with much better performance. Also, based on the comparison of τ̂

frac
, τ̂

num
,

and ReFeX-LASSO, we see that, as in the linear interference case, even if we happen to adjust for some feature
that is of importance, failing to take all relevant features into account will lead to estimators with either large
bias, large variance, or both. In other words, ReFeX-LASSO helps one choose which set of features to adjust for
and hence incur much smaller bias or variance.

From these simulations, we take away that ReFeX-LASSO is able to identify influential features for
regression adjustment and hence produce an estimator with relatively good performance across many model
specifications. We also see that ReFeX-LASSO generally, though not always, performs significantly better than
post-ReFeX-LASSO. This is due to the fact that we select features sequentially and hence reduce the variance. In
contrast, a standard regression adjustment estimator considered in the study by [15] for some network
features (τ̂

frac
and τ̂

num
in our simulations) can be far-off if we fail to choose the right feature. Finally, exposure

mapping-based estimator like the fractional-exposure-Hájek estimator can also be pretty bad if we have
interference that is quite different from the assumptions of the exposure model that such estimators assume.

5.4 Confidence interval for the GATE

In Section 4.4, we introduced a way to construct a confidence interval for τ via a block bootstrap and gave an
explicit algorithm for graph-based block construction. We now evaluate the empirical coverage of the
resulting confidence interval from our block bootstrap. Throughout this section, we focus on 90% confidence
interval for τ . Instead of using the Swarthmore College network as in the previous section, we use the farmer
network in ref. [21] where we have a larger and sparser network compared to the Swarthmore College

Table 5: RMSE and empirical bias of estimators of the GATE assuming a nonlinear interference (Appendix B) outcome model

Estimator τ̂
DM

τ̂0.8,0.2

Hajeḱ τ̂frac τ̂num Post-ReFeX-LASSO ReFeX-LASSO

Bias ‒5.54 ‒2.72 ‒1.56 ‒2.72 1.29 1.33
RMSE 5.55 3.73 1.92 2.73 5.68 2.75

Regression adjustment with model-free covariates for interference  17



network. In fact, the average size of 2-hop neighborhoods in the Swarthmore network is 1092.65 and the
average size of 3-hop neighborhoods in the Swarthmore network is 1622.27. Hence, if we believe that inter-
ference is beyond 1-hop neighborhood, bootstrap will not perform well on such a dense graph since it is hard
to create bootstrap samples that respect the structure in the original sample.4 On the other hand, the farmer
network in ref. [21] is less dense with 2-hop neighborhoods having an average size 23.95 and 3-hop neighbor-
hoods having an average size 41.49. We will introduce in more details about the background and the details of
this network in Section 6. In general, if the network is too dense to produce well-isolated and balanced clusters,
then the bootstrap would fail. One thing to notice is that the farmer network itself is associated with a natural
clustering based on which village the each farmer lives in, namely, each village can be viewed as a cluster in
the network. In our simulations here, we thus also show the results of constructing the confidence interval
with block bootstrap of ReFeX-LASSO that uses this “oracle clustering” of villages. Finally, since we have a
sparser network (making interference easier to manage), we consider two different sets of parameters for
linear models that make the effect from number of treated neighbors larger (and thus GATE estimation
harder). Table 6 shows the values of the parameters, loosely based on Model 2 (thus named 2a and 2b).

We first evaluate the effectiveness of such a bootstrap method. We assume linear interference and
consider Models 3–6 as well as Models 2a and 2b. We fix ℓ = 3, =B 100, and the coverage is calculated by
repeating the whole process 100 times. Tables 7 and 8 show the coverage and the average length of the

Table 6: Additional parameters of simple linear interference model ((8) and (9)) used in simulation experiments

Model type (( ))α α,0 1 (( ))ξ ξ,0 1 (( ))γ γ,
0 1

Model 2a (0, 2) (1, 3) (0.01, 0.025)
Model 2b (0, 2) (1, 3) (0.05, 0.15)

Table 7: Coverage of different bootstrap 90% confidence intervals for the GATE with linear interference (simple linear interference and
truncated linear-in-means) outcome models

Model Post-ReFeX-LASSO (%) ReFeX-LASSO (%) Naive Bootstrap (%) Bootstrap with oracle clustering (%)

Model 2a 93 92 94 92
Model 2b 92 96 93 95
Model 3 90 90 83 91
Model 4 88 87 80 91
Model 5 91 93 84 92
Model 6 90 91 67 93

Table 8: Average length of 90% confidence intervals for the GATE with linear interference (simple linear interference and truncated
linear-in-means) outcome models

Model Post-ReFeX-LASSO ReFeX-LASSO Naive Bootstrap Bootstrap with oracle clustering

Model 2a 0.245 0.220 0.235 0.228
Model 2b 0.435 0.384 0.390 0.382
Model 3 0.403 0.380 0.330 0.414
Model 4 0.569 0.534 0.437 0.593
Model 5 0.552 0.549 0.431 0.567
Model 6 1.316 1.316 0.751 1.412



4 We found that the block bootstrap still gives near to nominal coverage on Swarthmore network when interference is local, i.e.,
within direct neighbors.
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confidence intervals constructed from our block bootstrap of post-ReFeX-LASSO and ReFeX-LASSO. To show
the necessity of using block bootstrap and of considering the randomness of the assignment vector, we also
include the result of constructing confidence interval using a naive bootstrap where we just sample each unit
with replacement.

As we can see from the results, our block bootstrap gives us near nominal coverage for ReFeX-LASSO and
slightly worse but still close to nominal coverage for post-ReFeX-LASSO. However, the naive bootstrap fails to
deliver confidence interval with nominal coverage. In fact, naive bootstrap-based confidence intervals can
give us very bad coverage in some cases. We are also able to obtain good confidence intervals if we use the
oracle clustering that is associated with the network. In scenarios where there are clear natural clusters in the
network, these clusters can be a good default choice to use for block bootstrap. Moreover, as is shown in Table
8, both the block bootstrap confidence interval for ReFeX-LASSO and the block bootstrap confidence interval
for post-ReFeX-LASSO are of reasonable length.

We conclude this section with a simulation to show why choosing the k for k -hop max clustering adap-
tively in our block bootstrap procedure is important and how partitioning the graph into just two clusters fails
to give correct coverage. To this end, we consider using 2-hop max and 3-hop max clustering to divide units
into clusters as well as randomly divide units into five clusters, i.i.d., without considering the underlying graph
structure. We choose to consider 2-hop max and 3-hop max as we found in the simulations that in most of the
cases ReFeX-LASSO will stop after selecting features about 2-hop neighborhoods. For the Cai network, on
average 2-hop max clustering and 3-hop clustering produce 267 and 269 clusters, respectively. We choose to
compare them with a five-cluster clustering as five is a lot less than the number of clusters we may have using
k -hop max clustering. We rerun the block bootstrap procedure with these new clusters for Model 6 using
ReFeX-LASSO. Table 9 shows the coverage of the confidence intervals. As we can see, contrast to the 91%
coverage in Table 7 provided by the adaptive k -hop max based block bootstrap, all these three clustering
methods fail to give us nominal coverage. In particular, completely ignoring the graph structure (“five clus-
ters”) leads to confidence intervals with really poor coverage.

6 Real data example

In this section, we would like to apply our method to a real experiment where interference is known to exist
and simple estimators such as difference-in-means would give poor GATE estimates. We consider data from
the intervention in ref. [21]. They designed a randomized experiment to study the role of social networks on
insurance adoption in rural China. Specifically, a random subset of farmers were provided with intensive
information sessions about the an insurance product. Cai et al. [21] found that the diffusion of insurance
knowledge drove network effects in product adoption. Hence, these data are ideal for our purpose in the sense
that we know for sure that SUTVA is violated and we should not trust the simple difference-in-means estimate
for estimating the GATE. Moreover, though we know that network effects do exist, defining an exact exposure
model as in ref. [12] is difficult. Hence, analysis done in ref. [15] is limited since there only four prespecified
features were considered and hence the regression adjustment estimator implicitly assumed a certain expo-
sure model. We revisit this experiment and estimate the GATE using our method.

In the original field experiment in the study by Cai et al. [21], the intensive information sessions were
offered in two separate rounds, leading to four separate treatment arms. For our purpose, following [15], we
simplify the experiment by viewing the two intensive information sessions as the same treatment arm. Hence,

Table 9: Coverage of block bootstrap 90% confidence intervals for the GATE using different graph clustering algorithms with Model 6 as
the true outcome model

Model 2-hop max 3-hop max Five clusters

Model 6 84% 89% 45%

Regression adjustment with model-free covariates for interference  19



we reduce the original field experiment to a binary randomized experiment. As in the study by Cai et al. [21],
the outcome variable is set to be the binary indicator variable for the weather insurance adoption, and we do
not include villagers whose treatment or response information was missing as well as villagers whose network
information was missing. We also combine all the villages into one social network, denoting this single social
network byG. In summary, we have 4,382 nodes and 17,069 edges. This network is also the one that we used in
Section 5.4.

The first step for our method is generating model-free covariates. We use exactly the same set of base
features as in the previous simulation section – fraction of treated neighbors, number of treated neighbors,
fraction of edges in neighborhood that connects a treated unit, and a control unit and also fraction of edges in
neighborhood that connects a treated unit and a treated unit. We then use ReFeX-LASSO to generate a group of
covariates, using mean and variance aggregation functions (again, as in the previous simulation section), and
estimate the GATE by adjusting for these covariates with a linear model. We compare the standard error
estimate from block bootstrap with the one computed in ref. [15].

Table 10 shows the resulting GATE estimates, where τ̂
chin

is the estimator in ref. [15] that adjusts for four
covariates: the fraction of treated neighbors, the number of treated neighbors, the fraction of treated neigh-
bors in 2-hop neighborhoods, and the number of treated neighbors in 2-hop neighborhoods. Meanwhile, τ̂

num

only adjusts for the number of treated neighbors and -τ̂
refex lasso

is the ReFeX-LASSO-based adjustment esti-
mator. Here, DM refers to the difference-in-means estimator, Hájek_1hop assumes a fractional exposure model
for 1-hop neighborhood, while Hájek_2hop assumes a fractional exposure model for 2-hop neighborhood, i.e.,
we use (7) but consider 2-hop neighbors instead. The intuition is that sometimes units that are not direct
neighbors, but neighbors of direct neighbors matter as well, and by considering fractional exposure model for
2-hop neighborhood, we are able to take these units into account for the exposure model. As shown in Cai et al.
[21], the network effects in this scenario are primarily driven by the diffusion of insurance knowledge across
the network. Consequently, one can reasonably anticipate that a higher number of treated units would
correspond to an elevated insurance adoption rate. That being said, the GATE should not be lower than the
estimate derived from the Hájek estimator, since the working assumption of the Hájek estimator is that there is
no difference in the outcomes when a unit has more than 75% or less than 25% of treated neighbors (within
either the 1-hop or 2-hop neighborhood). We further notice that τ̂

num
and -τ̂

refex lasso
give us the same estimate,

and indeed, the only covariate selected from ReFeX-LASSO is the number of treated neighbors. They are also
the only two estimators that give estimates greater than or equal to those derived from the two Hájek
estimators. Compared to τ̂

chin
, -τ̂

refex lasso
also has a smaller standard error despite having a larger estimate

of the effect. Finally, though τ̂
num

and -τ̂
refex lasso

give nearly the same estimates (same up to three decimal
digits), we see that the former has a smaller standard error. The reasons are twofold. First, the bootstrap in
general is conservative. Second, the ReFeX-based estimate should have larger variance as we have a random
selection procedure involved.

7 Discussion

In this article, we have developed a method to do estimation and inference for the GATE when network
interference is present. We develop a procedure that can be used to estimate the GATE without prespecifying

Table 10: Estimates and standard errors of different estimators for the global average treatment effect on insurance adoption [21]

Estimator Estimate Standard error

DM 0.078 —

Hájek_1hop ( =q 0.75) 0.163 —

Hájek_2hop ( =q 0.75) 0.167 —

τ̂
chin

0.122 0.056
τ̂

num

0.178 0.027

-τ̂
refex lasso

0.178 0.043
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either exposure mappings or outcome models. We also give a way to construct confidence intervals for the
GATE using a block bootstrap. We evaluate our method both through simulations and a real data example.

Many interesting avenues of further investigation have been left unexplored in this article. First, our results
only consider designs that satisfy the uniformity assumption (e.g., Bernoulli designs): this is, of course, limiting,
but it does present a useful benchmark. We are particularly interested in exploring how to extend our work to
designs that violate the uniformity assumption such as cluster randomized design. This is challenging since the
covariates we adjust for may be correlated with the treatment assignment. Second, while our simulations show
that the block bootstrap behaves well in practice, formal results are absent for anything other than a simple toy
setting. Third, beyond linear adjustment, we may also want to have a completely nonlinear model to estimate the
outcomes using the covariates returned from the ReFeX-LASSO feature generation and selection process.
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Appendix
A Proofs

The proofs of Propositions 4.1 and 4.2 will be exactly the same as the proofs of Propositions 1 and 2 in ref. [43]
once we realize that as long as the features that are included in the penalty do not overlap with the features
that have already been selected then we can just use the proofs in the study by Luo and Chen [43], i.e., though
our sequential selection procedure is different from that in the study by Luo and Chen [43], we share the same
properties that make these two propositions hold.

Proof of Proposition 4.1. We denote by ( )X s the design matrix with features in s, i.e., if ∣ ∣ =s m, then ( )X s

is a ×n m matrix. At the ( +t 1)th iteration, β will be a (∣ ∣ )+ +s i
*

t t 1
-dimensional vector, and we denote by ( )β s

the ∣ ∣s -dimensional vector with only coordinates of β that are in s. Finally, we denote by +At 1
the

set { }+ + +
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t t

i

t

1

1

2

1 1

t 1

.
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1 . We now consider the objective
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at the ( )+t 1 th iteration.
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Hence, when +lt 1
is minimized, ({ })β j must be 0 and ( )∉ +j s

*

t 1
. □

Proof of Proposition 4.2. Again we consider the objective function at the ( )+t 1 th iteration.

‖ ( ) ( ) ( ) ( )‖ ‖ ( )‖= − − ++ + + +l y X s β s X A β A λ β A
* *

.t t t t t t1 1 1 2

2

1 1

Differentiating +lt 1
with respect to ( )β s

*

t , we have

( )
( ) ( ) ( ) ( ) ( ) ( ) ( )

∂
∂

= − + ++
+ +

l

β s

X s y X s X s β s X s X A β A

*

2

*

2

* * *

2

*

.

t

t

T

t

T

t t t

T

t t t

1

1 1

Setting the aforementioned derivative to zero, we have that
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By substituting (A1) into the objective function, we obtain
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Hence, minimizing +lt 1
does not affect ( )β sˆ

*

t and ( )β sˆ

*

t will be almost surely nonzero. □

Now we show the proof of Theorem 4.3. We will make use of standard results about LASSO ℓ
2
-error

bounds. Recall the following result [44]:

Lemma A.1. Suppose = +y Xθ w* ( �∈ ×
X

n d) and consider the Lagrangian Lasso with a strictly positive

regularization parameter ‖ ‖≥ ∞λ 2n

w

n

XT

. Suppose further that θ* is supported on a subset S of cardinality s,
and the design matrix satisfies the ( )κ;3 -RE condition over S, then

‖ ‖− ≤θ θ

κ

s λˆ
*

3

.n2
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We can show that if the design matrix is C -column normalized, i.e.,
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main proof.

Proof. Notice that‖ ‖∞
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With this particular choice of λn, the lemma implies the upper bound
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with the same high probability [44].
Now we are ready to prove consistency. First notice that
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Let n
0
be the number of control units and n

1
be the number of treated units. Then by strong law of large

numbers, → − p1
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1 . Since the design matricesU
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converge to 0 in probability by the bound (A2). Thus,
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Proof of Proposition 4.5. We show that for the setup in Proposition 4.5, the design matrices satisfy RE
condition with probability going to 1. In our proof, the first column of the design matrix represents the fraction
of treated neighbors, while the second column represents the number of treated neighbors. We introduce one
extra notations: for each unit i, we denote by mi the size of the cluster unit i belongs to. We show the proof for
the design matrix for control units,U 0. Similar proof can be done forU

1. After centering, the design matrix we
use for estimating β

0

will be
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. Since the true β
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is nonzero only for the first feature,
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. For such Δ, we have that
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To ease notations, we let ① ( )= ∑ −= u ū
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Now, we analyze each term separately.
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. Since we have disjoint clusters and the

number of units in each cluster is bounded by M , the sum of covariance term is at most ( )O n , and hence, weak
law of large numbers applies for both sequences. Therefore,
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Again by weak law of large numbers,
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For completeness, we give a full definition of the nonlinear model used in the main text.

Definition B.1. (The nonlinear model in simulations) Suppose the assignment vector is w, then for each unit i,
the response is

( )
( ) ( )

= − + + +
+ − +

+
+ − +

+y w z w ν

ν ρ

ε5 2 0.03

1

1 0.001 exp 0.03 9

10

3 exp 8 3.2

.
i i i i

i i

i

Here, �( )z ε, ~ 0, 1i i

i.i.d

, ρ
i
is the fraction of treated neighbors for unit i and νi is the number of treated neighbors

for unit i.

B.1 Additional simulation results

In this section, we present further simulation results with distinct network generating processes, specifically
considering the stochastic block model and the small-world network. These two network models have been
widely explored in previous studies. For the stochastic block models, see [60–63]. For the small-world net-
works, refer to the previous studies [64–68]. Since the networks here are less dense compared to the Swarth-
more college network, we use Models 2a and 2b instead of Models 1 and 2.

In Tables A1 and A2, we present the RMSE and bias of various estimators under linear interference for a
network generated using a stochastic block model. Specifically, we maintain a fixed number of nodes at 1,600
and four distinct communities, comprising 300, 600, 250, and 450 members, respectively. The probability
matrix P governing the formation of edges between vertices from two different groups is:

=
⎡

⎣

⎢
⎢

⎤

⎦

⎥
⎥

P

0.05 0.01 0.02 0.03

0.01 0.05 0.01 0.02

0.02 0.01 0.05 0.03

0.03 0.02 0.03 0.05

.

The true GATEs for the different models are 2.00, 6.12, 11.69, 15.00, 20.00, 15.00, and 35.00. The results for the Hájek
estimator are absent due to the fact that in this particular scenario, no unit has more than 80% or less than 20%
of treated neighbors. This, in turn, underscores a significant limitation associated with the Hájek estimator.
Specifically, a Hájek estimator under such a fractional neighborhood exposure conditionmay not be well defined
in situations where data are collected from a randomized experiment on a network with a Bernoulli design.
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Tables A3 and A4 show the RMSE and bias of several different estimators under linear interference with a
network generated from the small-world network. Specifically, a Watts-Strogatz model was utilized to gen-
erate a network consisting of 1,500 vertices, with a rewiring probability of 0.1 and a neighborhood size of 15.
The true GATEs under the seven models are 2.00, 5.75, 9.50, 15.00, 20.00, 15.00, and 35.00.

Upon examination of these four results tables, it is evident that our estimators exhibit consistent perfor-
mance across a broad range of model configurations for the two distinct network models. These supplemen-
tary simulations underscore the robustness of our estimators irrespective of the underlying network
generating process.

Table A1: RMSE of estimators of the GATE assuming linear interference (simple linear interference and truncated linear-in-means)
outcome models. The underlying network is generated from a stochastic block model

RMSE, Stochastic block model

Estimator τ̂
DM

τ̂0.8,0.2

Hajeḱ τ̂frac τ̂num Post-ReFeX-LASSO ReFeX-LASSO τ̂oracle

Model 0 0.05 NA 0.33 0.22 1.83 1.24 0.05
Model 2a 2.78 NA 0.32 1.23 1.92 2.10 0.32
Model 2b 6.46 NA 0.41 1.22 2.75 2.22 0.32
Model 3 10.00 NA 0.36 6.11 2.26 2.46 0.36
Model 4 15.01 NA 0.42 9.15 2.52 2.62 0.42
Model 5 9.89 NA 4.86 7.95 2.47 2.45 2.45
Model 6 29.58 NA 19.57 25.67 2.59 2.58 2.62

Table A2: Empirical bias of estimators of the GATE assuming linear interference (simple linear interference and truncated linear-in-
means) outcome models. The underlying network is generated from a stochastic block model

Bias, stochastic block model

Estimator τ̂
DM

τ̂0.8,0.2

Hajeḱ τ̂frac τ̂num Post-ReFeX-LASSO ReFeX-LASSO τ̂oracle

Model 0 ‒0.001 NA ‒0.013 0.006 0.573 ‒0.028 ‒0.001

Model 2a ‒2.784 NA ‒0.035 ‒1.21 0.352 0.043 ‒0.010

Model 2b ‒6.456 NA ‒0.141 ‒1.200 0.379 0.815 0.019
Model 3 ‒10.001 NA ‒0.007 ‒6.102 0.163 ‒0.022 ‒0.007

Model 4 ‒15.008 NA ‒0.008 ‒9.142 0.388 0.287 ‒0.008

Model 5 ‒9.892 NA ‒4.850 ‒7.944 0.027 0.011 ‒0.012

Model 6 ‒29.575 NA ‒19.569 ‒25.663 0.022 ‒0.011 0.059

Table A3: RMSE of estimators of the GATE assuming linear interference (simple linear interference and truncated linear-in-means)
outcome models. The underlying network is generated from a Watts–Strogatz model of small worlds

RMSE, Watts–Strogatz model

Estimator τ̂
DM

τ̂0.8,0.2

Hajeḱ τ̂frac τ̂num Post-ReFeX-LASSO ReFeX-LASSO τ̂oracle

Model 0 0.05 NA 0.31 0.29 0.12 0.43 0.05
Model 2a 2.53 NA 0.29 0.42 1.49 0.58 0.29
Model 2b 5.01 NA 0.32 0.43 1.45 0.72 0.32
Model 3 10.02 NA 0.42 1.74 0.48 0.58 0.42
Model 4 15.02 NA 0.56 2.47 0.66 0.79 0.56
Model 5 9.84 NA 3.10 4.19 0.90 1.45 0.81
Model 6 29.35 NA 12.29 15.05 1.69 1.91 1.53
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Finally, we conclude this section with simulation results for the farmers network [21]. As previously
emphasized in the main body of this article, the farmers network is less dense than the Swarthmore college
network, which simplifies the estimation process. We also use the Models 2a and 2b as in Section 5.4 since the
network is relatively sparse. The RMSE and empirical bias of various estimators under different model
specifications are presented in Tables A5 and A6. To reiterate, our estimators exhibit consistent performance
across all model specifications. Furthermore, our estimators occasionally outperform the oracle regression
adjustment estimator in terms of RMSE due to more stable variance.

Table A4: Empirical bias of estimators of the GATE assuming linear interference (simple linear interference and truncated linear-in-
means) outcome models. The underlying network is generated from a Watts–Strogatz model of small-worlds

Bias, Watts-Strogatz model

Estimator τ̂
DM

τ̂0.8,0.2

Hajeḱ τ̂frac τ̂num Post-ReFeX-LASSO ReFeX-LASSO τ̂oracle

Model 0 0.000 NA 0.002 ‒0.006 ‒0.004 0.034 0.000
Model 2a ‒2.526 NA 0.013 ‒0.315 0.018 ‒0.035 0.014
Model 2b ‒5.005 NA ‒0.018 ‒0.316 ‒0.052 ‒0.115 0.003
Model 3 ‒10.018 NA ‒0.049 ‒1.690 ‒0.073 ‒0.067 ‒0.049

Model 4 ‒15.016 NA 0.054 ‒2.409 0.051 0.040 0.054
Model 5 ‒9.838 NA ‒3.069 ‒4.164 ‒0.130 ‒0.185 0.003
Model 6 ‒29.344 NA ‒12.254 ‒15.016 ‒0.190 ‒0.245 0.047

Table A5: RMSE of estimators of the GATE assuming linear interference (simple linear interference and truncated linear-in-means)
outcome models. The underlying network is the farmers network in ref. [21]

RMSE, farmers network

Estimator τ̂
DM

τ̂0.8,0.2

Hajeḱ τ̂frac τ̂num Post-ReFeX-LASSO ReFeX-LASSO τ̂oracle

Model 0 0.03 0.16 0.07 0.05 0.03 0.03 0.03
Model 2a 2.12 0.54 0.07 1.09 0.07 0.07 0.07
Model 2b 2.69 0.64 0.17 1.09 0.12 0.17 0.07
Model 3 9.98 2.19 0.12 5.43 0.12 0.12 0.12
Model 4 14.97 3.27 0.18 8.15 0.19 0.18 0.18
Model 5 9.10 4.32 3.33 6.35 0.20 0.20 0.22
Model 6 26.45 15.20 13.37 20.02 0.45 0.46 0.53

Table A6: Empirical bias of estimators of the GATE assuming linear interference (simple linear interference and truncated linear-in-
means) outcome models. The underlying network is the farmers network in ref. [21]

Bias, farmers network

Estimator τ̂
DM

τ̂0.8,0.2

Hajeḱ τ̂frac τ̂num Post-ReFeX-LASSO ReFeX-LASSO τ̂oracle

Model 0 0.000 0.015 ‒0.004 ‒0.002 0.000 0.000 0.000
Model 2a ‒2.119 ‒0.524 ‒0.027 ‒1.089 ‒0.027 ‒0.027 ‒0.002

Model 2b ‒2.694 ‒0.611 ‒0.150 ‒1.085 0.013 ‒0.011 0.001
Model 3 ‒9.975 ‒2.178 0.000 ‒5.427 0.000 0.000 0.000
Model 4 ‒14.966 ‒3.255 2.179 ‒8.146 0.022 0.022 ‒0.009

Model 5 ‒9.101 ‒4.312 ‒3.323 ‒6.349 0.036 0.034 0.085
Model 6 ‒26.452 ‒15.187 ‒13.362 ‒20.016 0.072 0.085 0.251
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